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Artificial Intelligence & Machine Learning

Digital

AI

Data
Machine-Learning

Deep L.
Neural Net.

AI: computer programs that engage in
tasks which are, for now, performed
more satisfactorily by human beings
because they require high-level mental
processes.

Marvin Lee Minsky, 1956

N-AI (Narrow Artificial Intelligence),
dedicated to a single task

̸= G-AI (General AI), which replaces
humans in complex systems.

Andrew Ng, 2015
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The Ingredients of Machine-Learning

Models

Software

Data
Sensors

Storage &
Computing
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Machine-Learning vs Expert Knowledge

Modeling Expert Knowledge Machine Learning

A relationship extraction method for domain knowledge graph construction,
Yu et al. 2020
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Different behaviors:
different strengths and weaknesses, different costs & requirements
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Machine-Learning vs Expert Knowledge

Modeling Expert Knowledge Machine Learning

A relationship extraction method for domain knowledge graph construction,
Yu et al. 2020
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Deep learning &
Representation Learning
[Application to textual data]
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From tabular data to text

➜ Tabular data
➜ Fixed dimension
➜ Continuous values

➜ Textual data
➜ Variable length
➜ Discrete values

f(            ) = pred

this new iPhone, what a marvel

An iPhone? What a scam!
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Linguistics [1960-2010]

Rule-based Systems:

*
{like, love, 

 appreciate} * #product

*
{like, love, 

 appreciate} * #product{didn't, not,  
doesn't, don't}

*
{hate, loathe,

detest} * #product

Requires expert knowledge

Rule extraction ⇔
very clean data

Very high precision

Low recall

Interpretable system
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Machine Learning [1990-2015]
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Linguistics [1960-2010] Machine Learning [1990-2015]

Requires expert knowledge

Rule extraction ⇔
very clean data

+ Interpretable system

+ Very high precision

− Low recall

Little expert knowledge needed

Statistical extraction ⇔
robust to noisy data

≈ Less interpretable system

− Lower precision

+ Better recall

Precision = criterion for acceptance by industry

→ Link to metrics
6/38
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

car

vehicle

cat

Bag-of-Words

1        0    0

0        0    1

0        1    0
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d1

d2

d3

wo
rd

 1

wo
rd

 D... ... ...

Same
distance

Continuous Vector Space

Similarity ++

Distance ++

LeCun, Y., Bengio, Y., Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

...

The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.
My cat has a preference for fish flavored cat food.
The cat stealthily stalked a mouse in the garden.
My grandmother has a collection of porcelain cat figurines.
The cat napped peacefully in the warm sunlight.

cat
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gardeneyes

night
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

cat
dog

cats
dogs

good

bad better

worse

Italy France
Germany

Roma Paris
Berlin

man

woman
actor

actress he

she his

her

you

yourking

queen

best

worst

Semantic Space:

similar meanings
⇔

close positions

Structured Space:
grammatical regularities,
basic knowledge, ...

Distributed representations of words and phrases and their compositionality, Mikolov et al. NeurIPS 2013
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

From Words to Tokens

Machine-Learning

Continuous Vector Space

Word Piece statistical split

token
Representation of
unknown words

Adaptation to technical
domains

Resistance to spelling
errors

Enriching word vectors with subword information. Bojanowski et al. TACL 2017.

7/38



Introduction Deep learning & NLP chatGPT Limits Uses Conclusion

Aggregating word representations: towards generative AI

Generation & Representation
New way of learning word positions

The fluffy cat napped lazily in the sunbeam.

Representation
Layer

Hidden
Layer

Prediction
Layer

Vo
ca

bu
la

ry 0.0
0.1
0.6
0.0
0.1
...

Loss wrt
Ground Truth

idly

Ba
ck

-p
ro

pa
ga

tio
n

The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.
The playful cat swatted at the dangling string with its paw.
My cat has a preference for fish flavored cat food.
The cat stealthily stalked a mouse in the garden.
My grandmother has a collection of porcelain cat figurines.

Corpus

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 8/38
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

it's raining cats and dogs

Self-attention
Matrix

Fully Connected

Tr
an

sf
or

m
er

 L
ay

er

Token
embeddings

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 9/38
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

the cat sat on the mat

Self-attention
Matrix

Positional
embedding

Fully Connected

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 9/38
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

It's raining cats and dogs

Transformer
block

Transformer
block

...

Attn word
cross-attn
head

nb
transf.
blocks

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014
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A new developpement paradigm since 2015

Huge dataset + huge archi. ⇒ unreasonable training cost
Pre-trained architecture + 0-shot / finetuning

cat dog

Encoder

Pretraining

text

Decoder

words & text
representations

Word prediction; sentence completion; ...

Pretrained Language Model Finetuned Model

Language Model

your
(small)
data

expected
target+

Adapted Language
Model

Massive corpus

= 3% 

   of the corpus

It's raining MASK and PRED
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chatGPT
November 30, 2022

1 million users in 5 days
100 million by the end of January 2023
1.16 billion by March 2023
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The Ingredients of chatGPT

0. Transformer + massive data (GPT)

Massive corpus

= 3%
   of the corpus

Transformer
block

Transformer
block
...

Causal pretraining

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

What is the color of the sun?

GPT

Most answer yellow, but orange or red ...

Huge
Transformer
architecture

Huge 
+Filtered
dataset

Grammatical skills: singular/plural agreement, tense concordance
(Parametric) Knowledge: entities, names, dates, places

Language Models are Few-Shot Learners, Brown et al. 2020
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The Ingredients of chatGPT

1. More is better! (GPT)

+ more input words [500 ⇒ 2k, 32k, 100k]

+ more dimensions in the word space [500-2k ⇒ 12k]

+ more attention heads [12 ⇒ 96]

+ more blocks/layers [5-12 ⇒ 96]

175 Billion parameters... What does it mean?

1.75 · 1011 ⇒ 300 GB + 100 GB (data storage for
inference) ≈ 400GB

NVidia A100 GPU = 80GB of memory (=20k€)

Cost for (1) training: 4.6 Million €
It's raining cats and dogs

word

representation
dimension

Transformer

block

Transformer

block

...

Attn word

cross-attn

head

nb
transf.
blocks
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The Ingredients of chatGPT

2. Dialogue Tracking

Dialog corpus

GPT

Specific training

Dialog follow-up
Coreference resolution
Way of speaking

Very clean data Data generated/validated/ranked by humans

13/38
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The Ingredients of chatGPT

3. Fine-tuning on different (±) complex reasoning tasks

Scaling Instruction-Finetuned Language Models
Hyung Won Chung� Le Hou� Shayne Longpre� Barret Zoph† Yi Tay†

William Fedus† Yunxuan Li Xuezhi Wang Mostafa Dehghani Siddhartha Brahma
Albert Webson Shixiang Shane Gu Zhuyun Dai Mirac Suzgun Xinyun Chen

Aakanksha Chowdhery Alex Castro-Ros Marie Pellat Kevin Robinson
Dasha Valter Sharan Narang Gaurav Mishra Adams Yu Vincent Zhao

Yanping Huang Andrew Dai Hongkun Yu Slav Petrov Ed H. Chi
Je� Dean Jacob Devlin Adam Roberts Denny Zhou Quoc V. Le

Jason Wei⇤

Google

Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety of model classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.
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Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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Scaling Instruction-Finetuned Language Models, Chung et al., JMLR 2024 14/38
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The Ingredients of chatGPT

4. Instructions + answer ranking

Question?

 A1
 A2

 A3

 A10

...

PPO

Question

 A1

 A2

 A3

 A10

Score
10

Score
prediction

 A1

6

9

1

Question?

GPT

 A1
 A2

 A3

 A10

...

Multiple
generation

PPO

Scoring

Reinforcement
learning

Database created by humans

Response improvement

... Also a way to avoid critical
topics = censorship

Training language models to follow instructions with human feedback, Ouyang et al., 2022 15/38
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GPT4 & Multimodality

Merging information from text & image. Learning to exploit information jointly

The example of VQA: visual question answering

⇒ Backpropagate the error ⇒ modify word representations + image analysis
VQA: Visual Question Answering , arXiv, 2016 , A. Agrawal et al.
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Towards Larger Foundation Models?

Let the modalities enrich each other
6 Center for Research on Foundation Models (CRFM)

Fig. 2. A foundation model can centralize the information from all the data from various modalities. This
one model can then be adapted to a wide range of downstream tasks.

Homogenization and emergence interact in a potentially unsettling way. Homogenization could
potentially provide enormous gains for many domains where task-speci�c data is quite limited — see
the opportunities presented in several such domains (e.g., §3.1: ����������, §3.2: ���, §3.3: ����
������); on the other hand, any �aws in the model are blindly inherited by all adapted models
(§5.1: ��������, §5.6: ������). Since the power of foundation models comes from their emergent
qualities rather than their explicit construction, existing foundation models are hard to understand
(§4.4: ����������, §4.10: ������, §4.11: ����������������) and they have unexpected failure
modes (§4.7: ��������, §4.8: ����������). Since emergence generates substantial uncertainty over
the capabilities and �aws of foundation models, aggressive homogenization through these models is
risky business. Derisking is the central challenge in the further development of foundation models
from an ethical (§5.6: ������) and AI safety (§4.9: ���������) perspective.

1.1.1 Naming.

We introduce the term foundation models to �ll a void in describing the paradigm shift we are
witnessing; we brie�y recount some of our reasoning for this decision. Existing terms (e.g., pretrained
model, self-supervised model) partially capture the technical dimension of these models, but fail to
capture the signi�cance of the paradigm shift in an accessible manner for those beyond machine
learning. In particular, foundation model designates a model class that are distinctive in their
sociological impact and how they have conferred a broad shift in AI research and deployment.
In contrast, forms of pretraining and self-supervision that technically foreshadowed foundation
models fail to clarify the shift in practices we hope to highlight.

On the Opportunities and Risks of Foundation Models, Tech. Report, Stanford, 2021
Bommasani et al. 17/38
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Why So Much Controversy?

New tool [December 2022]

+ Unprecedented adoption speed [1M users in 5 days]

Strengths and weaknesses... Poorly understood by users
Significant productivity gains
Surprising / sometimes absurd uses
Bias / dangerous uses / risks

Misinterpreted feedback
Anthropomorphization of the algorithm and its errors

Prohibitive cost: what economic, ecological, and societal model?

Dall-e generated images

18/38
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At the end of the day

Language
Model

Statistical Modeling of
Texts

Texts spliting = 
tokens

Starting text 

D
ic
tio
na

ry

Large
entire
For
units
...
can
may
...

Token forecasting

0.02
0.01
0.00
0.00
...
0.00
0.00
0.09
...
0.30

Iterative Process

19/38



Machine Learning Limits
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chatGPT and the relationship with truth

1 Likelyhood = grammar, agreement,
tense concordance, logical sequences...

⇒ Repeated knowledge

2 Predict the most plausible word...
⇒ produces hallucinations

3 Offline functioning

4 chatGPT ̸= knowledge graphs

5 Brilliant answers...
And silly mistakes!

+ we cannot predict the errors

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

Example: producing a bibliography
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Generative AI: how to evaluate performance?

The critical point today

How to evaluate against ground truth?

How to evaluate system confidence / plausibility of generation?

The Ultimate Performance Metric in NLP, J. Briggs, Medium 2021
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Generative AI: how to evaluate performance?

The critical point today

How to evaluate against ground truth?
How to evaluate system confidence / plausibility of generation?

Published as a conference paper at ICLR 2019

(a) Train on FashionMNIST, Test on MNIST (b) Train on CIFAR-10, Test on SVHN

(c) Train on CelebA, Test on SVHN (d) Train on ImageNet,
Test on CIFAR-10 / CIFAR-100 / SVHN

Figure 2: Histogram of Glow log-likelihoods for FashionMNIST vs MNIST (a), CIFAR-10 vs SVHN
(b), CelebA vs SVHN (c), and ImageNet vs CIFAR-10 / CIFAR-100 / SVHN (d).

for these results. We report results only for Glow, but we observed the same behavior for RNVP
transforms (Dinh et al., 2017).

We next tested if the phenomenon occurs for other common deep generative models: PixelCNNs
and VAEs. We do not include GANs in the comparison since evaluating their likelihood is an open
problem. Figure 3 reports the same histograms as above for these models, showing the distribution of
log p(x) evaluations for FashionMNIST vs MNIST (a, b) and CIFAR-10 vs SVHN (c, d). The training
splits are again denoted with black bars, and the test splits with blue, and the out-of-distribution splits
with red. The red bars are shifted to the right in all four plots, signifying the behavior exists in spite
of the differences between model classes.

4 DIGGING DEEPER INTO THE FLOW-BASED MODEL

While we observed the out-of-distribution phenomenon for PixelCNN, VAE, and Glow, now we
narrow our investigation to just the class of invertible generative models. The rationale is that
they allow for better experimental control as, firstly, they can compute exact marginal likelihoods
(unlike VAEs), and secondly, the transforms used in flow-based models have Jacobian constraints
that simplify the analysis we present in Section 5. To further analyze the high likelihood of the
out-of-distribution (non-training) samples, we next report the contributions to the likelihood of each
term in the change-of-variables formula. At first this suggested the volume element was the primary
cause of SVHN’s high likelihood, but further experiments with constant-volume flows show the
problem exists with them as well.

Decomposing the change-of-variables objective. To further examine this curious phenomenon,
we inspect the change-of-variables objective itself, investigating if one or both terms give the out-
of-distribution data a higher value. We report the constituent log p(z) and log |@f�/@x| terms for
NVP-Glow in Figure 4, showing histograms for log p(z) in subfigure (a) and for log |@f�/@x| in
subfigure (b). We see that p(z) behaves mostly as expected. The red bars (SVHN) are clearly shifted
to the left, representing lower likelihoods under the latent distribution. Moving on to the volume
element, this term seems to cause SVHN’s higher likelihood. Subfigure (b) shows that all of the
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Figure 13: Samples. Samples from CV-Glow models used for analysis.
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Do Large Language Models Know What They Don’t Know? , Yin et al. , ACL, 2023

Do Deep Generative Models Know What They Don’t Know? , Nalisnick et al. , ICLR, 2019
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Stability/predictability

Difficult to bound a behavior

Impossible to predict good/bad answers

⇒ Little/no use in video games
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Explainability... And complexity

Sensor 1

Simple
rules

Sensor 2

Sensor d

Up/Down

Flashing
light

0

...

Vocabulary (huge)

Word sequence 

(= combination)

Aggregation

Word prediction

it's raining cats and dogs

Simple system

Exhaustive testing of
inputs/outputs

Predictable & explainable

Large dimension

Complex non-linear combinations

Non-predictable &
non-explainable 23/38
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Explainability... And complexity

Interpretability vs Post-hoc Explanation

Neural networks = non-interpretable (almost always)
too many combinations to anticipate

Neural networks = explainable a posteriori (almost always)

[Uber Accident, 2018]
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Large dimension
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Transparency : open source / open weight

Can I modify it? Adaptation
What training data was used? Data contamination / skills
What editorial stance / censorship is involved? Access to information
Why this answer? Explainability / interpretability

The Foundation Model Transparency Index
Rishi Bommasani*1 Kevin Klyman*1

Shayne Longpre2 Sayash Kapoor3 Nestor Maslej1 Betty Xiong1 Daniel Zhang1

Percy Liang1

1Stanford University
2Massachusetts Institute of Technology

3Princeton University

Stanford Center for Research on Foundation Models (CRFM)
Stanford Institute for Human-Centered Arti�cial Intelligence (HAI)

Foundation models have rapidly permeated society, catalyzing a wave of generative AI applications
spanning enterprise and consumer-facing contexts. While the societal impact of foundation models is
growing, transparency is on the decline, mirroring the opacity that has plagued past digital technologies
(e.g. social media). Reversing this trend is essential: transparency is a vital precondition for public
accountability, scienti�c innovation, and e�ective governance. To assess the transparency of the founda-
tion model ecosystem and help improve transparency over time, we introduce the Foundation Model
Transparency Index. The 2023 Foundation Model Transparency Index speci�es 100 �ne-grained
indicators that comprehensively codify transparency for foundation models, spanning the upstream
resources used to build a foundation model (e.g. data, labor, compute), details about the model itself
(e.g. size, capabilities, risks), and the downstream use (e.g. distribution channels, usage policies, a�ected
geographies). We score 10 major foundation model developers (e.g. OpenAI, Google, Meta) against the
100 indicators to assess their transparency. To facilitate and standardize assessment, we score developers
in relation to their practices for their �agship foundation model (e.g. GPT-4 for OpenAI, PaLM 2 for
Google, Llama 2 for Meta). We present 10 top-level �ndings about the foundation model ecosystem: for
example, no developer currently discloses signi�cant information about the downstream impact of its
�agship model, such as the number of users, a�ected market sectors, or how users can seek redress for
harm. Overall, the Foundation Model Transparency Index establishes the level of transparency today to
drive progress on foundation model governance via industry standards and regulatory intervention.
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Costs / Frugality

# Parameters

1998 LeNet-5 = 0.06M

2011 Senna = 7.3M

2012 AlexNet = 60M

2017 Transformer = 65M / 210M

2018 ELMo = 94M

2018 BERT = 110M / 340M

2019 GPT2 = 1,500M

2020 GPT3 = 175,000M

2025 Llama-4 = 2,000,000M
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Everything beyond the LLM’s capabilities/training

Simple calculations
(multiplication, division)

Generating n-syllable animal names
(in progress)

Playing chess

Follow (complex) causal reasoning

...
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Key uses in 5 pictures

Reformulation

Information access
Brainstorming

Coding

Document 
Analysis

LLMProcessing chain
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(1) Formatting information

A fantastic tool for

formatting

Formatting, language, ...

No new ideas

Personal assistant

Standard letters, recommendation letters, cover letters, termination letters
Translations

Meeting reports

Formatting notes

Writing scientific articles

Writing ideas, in French, in English

⇒ No new information, just writting, cleaning up, ...
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(1) Nutrition use : Input standardization (?)

⇒ opportunity to fuse heterogeneous information
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(1) Chat & RAG : a new way to access information

Heading

Lorem ipsum dolor sit amet,
consectetur adipisicing elit,
sed do eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

ips
um

1 Query

vocabulary
Metrics

 (e.g. BM25)

Ranked list
of docs

0 0 1 0 0

Index
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(1) Chat & RAG : a new way to access information

Heading

Lorem ipsum dolor sit amet,
consectetur adipisicing elit,
sed do eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

0.2

Query

Latent space
Metrics

 (e.g. cosine)

Ranked list
of docs

-1.5 1.7 -0.8 0.6 0

Continuous
Index

LLM

LLM

0.3 -0.9 1.2 -0.7 0.6 0.1
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(1) Chat & RAG : a new way to access information

LLM

Request

Offline model,
no index/no sourcing

Most answer yellow, but orange or red ...

What is the color of the sun?

Word-by-word Generation

Internet

No Guarantee,
No Sourcing
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(1) Chat & RAG : a new way to access information

LLM

Request

Most answer yellow, but orange or red ...

What is the color of the sun?

Mix Extraction/Generation

Intranet /
Internet

+ sourcing as in QA

1

2

⇒ A way to build a reliable chatbot to advise users?
Parametric memory vs Information Retrieval : opposite objectives?

30/38
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(2) Brainstorming / Course Planning / Statistics Review

Find inspiration [writer’s block syndrome]

Organize ideas quickly

Avoid omissions / increase confidency

Search in a targeted way, adapted to one’s needs

⇒ Impressive answers, sometimes incomplete or partially
incorrect... But often useful

3 reference articles on the use of transformers in recommendation systems
What is the purpose of the log-normal Poisson law?

Propose 10 sections for a course on Transformers in AI

In which areas are LLMs reliable?
What are the risks for primary information sources?

What societal risks for information?
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(2) Internal knowledge exploitation for nutrition

Brainstorming in the kitchen: which application for cooking?

Ingredient substitution... At every scale: Ingredient, Food, Dish

++ Upgrade by contextualization

Interoperability and ontologies

[...] slice the tomatoes, sauté the onions [...]

Em
be
dd
ing
s

Tomatoes

ZucchiniSalad

Corpus
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++ Upgrade by contextualization

Interoperability and ontologies

[...] slice the tomatoes, sauté the onions [...]

Co
nte
xtu
ali
ze
d

Em
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s

Tomatoes

ZucchiniSalad

Corpus

Transformer
Em
be
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Bell peppers
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(2) Internal knowledge exploitation for nutrition

Brainstorming in the kitchen: which application for cooking?
Ingredient substitution... At every scale: Ingredient, Food, Dish
++ Upgrade by contextualization
Interoperability and ontologies

Multilingual alignment
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(3) Coding: Different Tools, Different Levels

Providing solutions to exercises

Learning to code or getting back into it

New languages, new approaches (ML?)
Benefit from explanations...

But how to handle mistakes?

Help with a library [getting started ]

Faster coding

What about copyrights?

What impact on future code processing?

How to adapt teaching methods?

How many calls are needed for code completion?
What about the carbon footprint?

What is the risk of error propagation?
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(4) Document Analysis

Summarizing documents / articles

Dialoguing with a document database

Assistance in writing reviews

FAQs, internal support services within
companies

Technology watch

Generating quizzes from lecture notes

Question

Réponse

Will articles still be read in the future?

Should we make our articles NotebookLM-proof?

How to save time while remaining honest and ethical?
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(4) Information Extraction in Nutrition

Ontology building (mostly textual data)

Image analysis

Multimodal analysis + algorithmic process

Raw & noisy data Validated ontology
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(4) Information Extraction in Nutrition

Ontology building (mostly textual data)
Image analysis

Multimodal analysis + algorithmic process

An Overview of The Technology Assisted Dietary Assessment Project at Purdue University.,
Khanna et al. , 2010

Food recognition

Segmentation

Estimation of quantities
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(4) Information Extraction in Nutrition

Ontology building (mostly textual data)
Image analysis
Multimodal analysis + algorithmic process

ingr (ingredients) instr (cooking instructions) image

Pi
zz

a

1) pizza dough
2) hummus
3) arugula
4) cherry / grape tomatoes
5) pitted greek olives
6) crumbled feta cheese

1) Cut the dough into two 8-ounce sized pieces.
2) Roll the ends under to create round balls.
3) Then using a well-floured rolling pin, roll the dough out

into 12-inch circles.
4) Place the dough circles on sheets of parchment paper.
... ...

Pe
ca

n
Pi

e

1) unsalted butter
2) eggs
3) condensed milk
4) sugar
5) vanilla extract
6) chopped pecans
7) chocolate chips
... ...

1) Preheat the oven to 375 degrees F.
2) In a large bowl, whisk together the melted butter and

eggs until combined.
3) Whisk in the sweetened condensed milk, sugar, vanilla,

pecans, chocolate chips, butterscotch chips, and co-
conut.

... ...

TABLE I
OVERVIEW OF OUR MULTI-MODAL RETRIEVAL NEURAL NETWORK (ON THE TOP) AND EXAMPLES OF INPUTS ISSUED FROM THE

LARGE-SCALE RECIPE1M DATASET (ON THE BOTTOM).

million recipes, with about 800,000 images associated to them.
The goal of this dataset is to tackle the problem of cross-modal
retrieval in which the user wants to retrieve images of a dish
by providing its recipe or, conversely, retrieving a recipe by
providing a picture of the meal. The authors introduce a dual
neural network to align textual and visual representations in a
common vector space. They also provide high level semantic
information, such as food classes that allow us to enforce a
semantic structure on the learned representations (i.e., items
from the same class to have similar representations).

To take full advantage of the large-scale aspect of the
dataset proposed in [6], modern machine learning methods
such as deep learning [13] can be used. In particular, deep
convolutional neural network [14] are very popular to learn
image representations, while word embedding [2] and recur-
rent neural networks [15] are often used for text embedding. To
match visual and textual representation, metric learning is used
to structure the representation space in such way that similar
items (text or images) are close while dissimilar items are far

away according to a learned distance measure in that space.
In this paper, we propose a deep architecture similar to [6]

except that we do not mix the embedding framework with
an additional classification branch. We introduce a completely
different learning scheme. We argue that the pairwise approach
of [6] is not fully appropriated for retrieval tasks. Instead, we
propose a ranking-based scheme where similar items have a
distance closer than that of dissimilar items. We then derive
a general training scheme using triplet-based constraints, as
integrated in the Large Margin Nearest Neighbor strategy [16].
Triplet-based strategies have been successfully used to learn
Visual Semantic Embeddings (VSE) [17] with applications to
captioning as a text retrieval task [18]. We first show that our
learning scheme leads to outstanding results for retrieval tasks.
We then illustrate some powerful applications of such a deep
architecture for cooking purposes.

III. PROPOSED ARCHITECTURE

Our global architecture is depicted in Table I. It consists of
two branches based on deep neural networks that respectively

Images & Recipes: Retrieval in the cooking context, SIGIR 2018
Carvalho et al.
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neural network to align textual and visual representations in a
common vector space. They also provide high level semantic
information, such as food classes that allow us to enforce a
semantic structure on the learned representations (i.e., items
from the same class to have similar representations).

To take full advantage of the large-scale aspect of the
dataset proposed in [6], modern machine learning methods
such as deep learning [13] can be used. In particular, deep
convolutional neural network [14] are very popular to learn
image representations, while word embedding [2] and recur-
rent neural networks [15] are often used for text embedding. To
match visual and textual representation, metric learning is used
to structure the representation space in such way that similar
items (text or images) are close while dissimilar items are far

away according to a learned distance measure in that space.
In this paper, we propose a deep architecture similar to [6]

except that we do not mix the embedding framework with
an additional classification branch. We introduce a completely
different learning scheme. We argue that the pairwise approach
of [6] is not fully appropriated for retrieval tasks. Instead, we
propose a ranking-based scheme where similar items have a
distance closer than that of dissimilar items. We then derive
a general training scheme using triplet-based constraints, as
integrated in the Large Margin Nearest Neighbor strategy [16].
Triplet-based strategies have been successfully used to learn
Visual Semantic Embeddings (VSE) [17] with applications to
captioning as a text retrieval task [18]. We first show that our
learning scheme leads to outstanding results for retrieval tasks.
We then illustrate some powerful applications of such a deep
architecture for cooking purposes.

III. PROPOSED ARCHITECTURE

Our global architecture is depicted in Table I. It consists of
two branches based on deep neural networks that respectively

Images & Recipes: Retrieval in the cooking context, SIGIR 2018
Carvalho et al.
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(4) Information Extraction in Nutrition

Ontology building (mostly textual data)
Image analysis
Multimodal analysis + algorithmic process

Ingredients Cooking instructions Image

C
ru

nc
hy

O
ni

on
Po

ta
to

B
ak

e

Milk, Water, But-
ter, Mashed pota-
toes, Corn, Ched-
dar cheese, French-
fried onions

Preheat oven to 350 degrees Fahrenheit. Spray pan with
non stick cooking spray. Heat milk, water and butter to
boiling; stir in contents of both pouches of potatoes; let
stand one minute. Stir in corn. Spoon half the potato mix-
ture in pan. Sprinkle half each of cheese and onions; top
with remaining potatoes. Sprinkle with remaining cheese
and onions. Bake 10 to 15 minutes until cheese is melted.
Enjoy !

TABLE III
QUERY USED IN THE MULTI-MODAL RETRIEVAL TASKS.

Top 2 Top 3 Top 4 Top 5 Top 6
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TABLE IV
VISUALIZATION OF THE TOP 2 TO TOP 6 RECIPES (THE IMAGE ASSOCIATED TO RECIPE IS DISPLAYED) FOR THE MULTI-MODAL RETRIEVAL TASKS.

The retrieved images using the original recipe have broccoli,
whereas the retrieved images using the modified recipe do
not have broccoli. This reinforces our previous statement,
highlighting the ability of our semantic space to correctly
discriminate items with respect to ingredients.

VI. CONCLUSION

In this paper, we align cooking recipes and pictures with a
metric learning approach. Our method is validated on a large-
scale dataset, using the retrieval task (image to text, and vice
versa) as the main application. We show how triplet strategies
can attain superior performance when compared to pairwise
ones, being able to better align textual and visual information,
achieving state-of-the-art results on the Recipe1M dataset.

Then, we discuss the potential of such model on com-
putational cooking applications. Our qualitative studies on
downstream tasks (multi-modal retrieval, ingredient to image
retrieval, or ingredient removal) demonstrate the efficiency of
the semantic space to encode ingredients, instructions, and

images. This kind of application opens interesting perspectives
for ambitious tasks as menu composition or cooking with
restricted ingredient availability.
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(5) LLM in a Production Pipeline / Agentic AI

Run LLM locally

Extract knowledge

Sort documents / generate summaries

Generate examples to train a model
[Teacher/student - distillation]

Generate variants of examples ↗↗ increase
dataset size

[Data augmentation]

⇒ Integrate the LLM into a processing pipeline
= little/less supervision = Agentic AI

Module 1

Module 2
LLM

Module 3

LLM

Can I train models on generated data?

How much does it cost? ($ + CO2) Need for GPUs?

How good are open-weight models?
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(5) What about Recommender System in Nutrition?

Profiling is roughly everywhere in Information Retrieval

Ranked list
of docs

0.3 -0.9 1.2 -0.7 0.6 0.1
Profile

Social connexions

Tastes

Information
Retrival

Reranking
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(5) What about Recommender System in Nutrition?

Opportunities in nutrition : modeling user preferences

[...] slice the tomatoes, sauté the onions [...]

Em
be
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s

Tomatoes

ZucchiniSalad

Corpus

Affinity
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(5) What about Recommender System in Nutrition?

Building consistent proposals... With expert constraints
Context-Aware Sequence Generation in Nutrition

Recommender System

Abstract—In the field of nutrition, personalized recommen-
dations are crucial for promoting healthy and acceptable eating
habits. This paper presents a recommender system that leverages
structured sequential data and contextual information to provide
tailored meals recommendation. Our model, based on the Re-
current Neural Networks architecture, is specifically designed to
address a recommendation that considers individual nutritional
profiles, meals diversity and health constraints. Our system
can generate structured meals plans that adhere to real-world
nutritional constraints, showcasing its practical applicability. In
addition to significantly outperforming state-of-the-art systems on
this task, we demonstrate that our sequential approach effectively
leverages context modeling.

Index Terms—Recommender System, Sequence Generation,
Context modeling, Recurrent Neural Network, Health Science

I. INTRODUCTION

Most chronic diseases such as diabetes, obesity and cardio-
vascular diseases are correlated to unhealthy eating habits [1].
Public health agencies have created dietary guidelines target-
ing the general population in order to push people for healthier
eating habits. These are the guidelines we all have seen on
the public way, for instance “eat at least 5 fruits or vegetables
per day”, “limit your consumption of salt”. The compliance
to these guidelines by the general public are relatively low,
although the awareness about healthy diets is rather good [2].
There are different causes that contribute to this: cultural and
personal preferences, difficulty of implementation, availability
and price of food items [3], etc.

Recommender systems (RS) can play an essential role to
face this problem, by suggesting concrete, personalized pro-
posals while fulfilling diversity, health, ethical and economical
constraints. The technical challenge is to build a system able
to recommend not only food items, corresponding to user
preferences, but also menus, or even sequences of menus,
meeting specific constraints (e.g., specific diets, allergies,
energy intake limits, ...).

RS have evolved considerably over the past 20 years:
while classic methods adopt techniques such as content-based
algorithms [4] and collaborative filtering [5], modern systems
adopt deep learning architectures that can take into account
different types of content [6]. To assess the efficiency of
recommender algorithms in tasks that go beyond the traditional
settings of predicting numerical ratings, several evaluation
metrics have been defined [7] and it has been suggested
to take into account users’ in-session action sequences [8],
[9]. Current active areas of research include the diversity of
suggestions, the explanation associated with suggestions [10],

Under 
constraint

Meal 
records

Sequence learning
vs

 Set prediction baseline

Personalized Meal Generation

Context

User

Fig. 1. Generating personalized sequences under constraint

the general context in which a suggestion is made [11] and
the transparency of the system or its fairness [12].

While recommending recipes is a classic problem, suggest-
ing complete menus opens up new perspectives and technical
challenges. In order to recommend a consistent set of food
items over several menus it is required to introduce relevant
dietary constraints [13], [14]. Previous works [9] focused on
the use of sequential data to improve the model of the items.
The goal of this paper is to construct a sequence of food items
making up a menu while incorporating user’s preferences
and maintaining the coherence of the menu (e.g., avoiding
to propose cauliflower for dessert). At the same time, the
challenge is to take into account the user’s context (e.g.,
seasons, eating at home or at the office) [11] as well as
strict constraints in terms of choices (e.g. vegan, vegetarian),
religions or allergies.

Our proposal consists in developing a RS capable not only
to complete a food sequence, like in playlist continuation [15],
but also to generate complete sequences under several con-
straints [16]. To our knowledge, there are no RS able to
generate complete and coherent sequences (i.e. menus, that
are ordered lists of food items) in a personalized way and
taking into account constraints.

In particular, this work goes beyond previous proposals
at the intersection of machine learning and nutrition, that
presented food substitutability [17] or personalized recommen-
dation [18]. Our aim is to develop a system that could be used
by nutritonists to find tailored menus and respond to certain
nutritional constraints.

In this work, we exploit the INCA2 open dataset [19],
which is a collection of food diaries containing detailed and
contextualized logs of menu consumption. In what follows,

Alexandre Combeau(1,2), Vincent Guigue(1), Cristina Manfredotti(1), Fatiha Saïs(2), Stéphane Dervaux(1), Paolo Viappiani(3)
(1)AgroParisTech & INRAE UMR MIA 518 Paris Saclay - (2)LISN, Université Paris Saclay & CNRS (UMR 9015) - (3)CNRS & LAMSADE (Université Paris Dauphine)

Un menu sans viande généré selon les goûts d’un utilisateur

est plus pertinent qu’un menu sans viande générique. 

GÉNÉRATION SÉQUENTIELLE PRENANT EN COMPTE DES INFORMATIONS CONTEXTUELLES EN NUTRITION

Problématique
De nombreuses maladies chroniques dues à des mauvaises habitues alimentaires. 
Plusieurs approches de santé publique on été testé : mangerbouger.fr, 5 fruits et 
légumes par jours. Grâce aux systèmes de recommandations nous souhaitons proposer 
des repas de meilleures qualités qui sont adaptés au régime alimentaire de chacun.

Objectif 
• Utiliser des données nutritionnelles hétérogènes pour répondre à des besoins 

complexes
• Proposer des repas complets adaptés

• Génération de repas personnalisés
• Gestion de contraintes nutritionnelles (allergies, végétarien, diabète etc.)

Méthode
• Modèle séquentiel: Recurrent Neural Network (RNN)
• Entrainement: Teacher Forcing, prédiction à t+1
• Combine les embeddings Item-Utilisateur-Contexte

Résultats

Modèle génératif 
individualisé 
et contextualisé

Beam Search = arbre de probabilité 
+ construction du repas 

Contraintes dures = modification
des probabilités

Livre de repas 
Végétariens

Modèle

Historique de 
consommation

Contraintes 
alimentaires

Figure 2: Génération d’un repas à l’aide d’un 
Beam Search contraint

Données
• Enquête alimentaire de 2006 à 2007
• Consommation journalière individuelle 
• 7 jours, 2614 adultes

- ANSES, (2006–2007), INCA 2 : enquête 
nutritionnelle de la population française

- Hokamp, C., & Liu, Q. (2017). Lexically 
Constrained Decoding for Sequence 
Generation Using Grid Beam Search.

- Villatel, K., Smirnova, E., Mary, J., & Preux, 
P. (2018). Recurrent Neural Networks for 
Long and Short-Term Sequential 
Recommendation.

Conclusion
• Modèle Séquentiel, 

Personnalisé et Contextualisé

• Génération sous contraintes 
dures de repas

Références

Exemple d’un déjeuné consommé :
['veau mijoté', 'riz blanc cuit', 'fromage blanc 
battu 20% m.g. nature', 'pomme non pelée
fraîche', 'café noir prêt à boire non sucré']

• Impact du contexte sur le 
premier item ++

• Informations contextuelles 
boost les performances
• Age (18-25, 26-35…), 
• Typm (petit dej, déjeuner, 

dîner)

Génération séquentielle prenant en compte des informations contextuelles en nutrition , CAp 2025
Combeau et al.
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New tools for new opportunities

LLMs offer new perspectives in nutrition:

A natural and convenient interface for users

enabling dialogue, plate analysis, and personalized advice

Accessible on multiple devices, from computers to smartphones and smart
kitchens (Alexa, Google Assistant, ...)

A means to unify and connect existing nutritional resources

A powerful tool to extract and structure knowledge ⇒ enrich databases

A modular component for next-generation recommender systems
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